Language is simply a substitute of an external world, while thinking is a conditional reflex in an internal
world.

The main problem is in the fact that at the present moment there is no theory of auto
referencing systems. Without this theory any attempt to invent Al is doomed in a
similar way as attempt to build Perpetuum Mobile.

From this we can conclude that AI should not be build as an auto-referencing system.
But as hierarchical system, where each level has different plasticity, and components
of one level are partially duplicated in the levels following. Since the Gddel’s theorem
is applicable only to heterarchycal systems. The fact that we introduce hierarchy
(similar or introduction of meta-language) will mean that the end system will be
limited. However any artificial system is by definition limited (memory amount,
number of processors, speed, etc).

Automata induction is an emulation of a closed physical system. Self organising
(without formalisation) and as a consequence it will obey to physical laws. However it
is vitally to pin point that no to all of them, which in turn places difficulties.

Classical Theory:

2" Law of thermodynamics (law of increasing entropy) is never carried out. To come to this
conclusion, remember that 2™ law appears in thermodynamics and in kinetic theory. In
thermodynamics it is postulated and thus it is unarguable. However in kinetic theory 2™ law is
introduced by Boltzmann. Boltzmann’s theory suggests that act of collision occurs in such a
way that particles after collision have no “memory” of their prehistory and their distribution is
not related to speeds and other characteristics of particles before the collision. Integrals of
movement (summed energy, impulses, etc) are kept. This way the collision itself, is located
out with kinetic theory. At the moment of collision particles loose their individuality and it is
very important, that the correlations of high orders between variables, used to describe
particles disappear too. However if we are to look at collision as a process of power
interaction of particles, than we can apply Liouville's theorem to the movement of the
particles. The theorem states that he phase volume of system of particles, and respectively
entropy (according to Bolzmann) stay unchanged. The equation of kinetic theory, suggests a
projection of equations in phase space of high dimension (dimension is directly proportional
to the number of particles) on a simpler phase space (in case of monatomic gas with
dimension 6). Since the simpler description is reached, although, descriptive details can be
lost.

In thermodynamics, standard phase space is the one of Gibbs. However if another
phase space is taken, then different entropy will be derived. It is a fact that entropy can be
derived from other phase spaces. We can refer to the entropy derived from Gibbs phase space
as to classical entropy, however the entropy derived from another phase space will prove that
entropy by definition is an anthropomorphism.

Kinetic theory does not differentiate particles, thus strange things happen at
times. 2™ law of thermodynamics is a direct example. However it is important to say
that in everyday life 2" law of thermodynamics is quite efficient. As for the reasons I
would suggest that even though 2" law of thermodynamics is wrongly formulated for
the closed systems, it works for not quite closed systems. In reality particles interact
with walls. In order to consider system to be closed, it is vital not only to insure
absence of overflows of heat, but also absence of loss of correlative information. It is
after the collision with a wall, a particle looses its correlations. Meaning information
related to the correlations, is carried away from the walls of the ** into the
surrounding space. Thus possibly the only truly closed system is the Universe. I will
only add that the closeness is achieved be means of gravitational interaction. And the
fact that 2™ law of thermodynamics is not carried out in the frame of Universe only



supports the theory above. Possible example can be the one of the appearance of star
systems from star dust.

Conclusions:

2" law of thermodynamics in its modern formulation is not correct.
Concept of entropy is anthropomorphism since it appears when we substitute
full description of a system by a simpler one.

A3bIK €CTb NPOCTO 3aMeHUTesIb BHELLIHEro Mmmpa

A MbIWJIEHME €CTb NPOCTO YC/NIOBHas pediekcus
BO BHYTPEHHEM MUpE

Mpobnema kak pas B TOM U COCTOUT: Ha cerogHAaWHuMn aeHb HET Teopumn
aBToOpedepeHTHbIX cucteM. be3 naHHon Teopun nobble NonbiTkKM co3aaHus UN- Te xe
camble rnoTyru nocTtpoeHns BeuHoro asuratens.

OTctona cnepyeT NpoOCTON BbIBOA:

NN He ponxeH 6bITb aBTOpedepeHTHOM CUCTEMOMN.

A fgocTturaeTtcs 3To NoCTpoeHmneM nepapxmyeckoro NN, roe ypoBHM BO-NepBbIX,
obnagaloT pa3HoOM NAACTUYHOCTBIO, @ BO-BTOPbIX, KOMAOHEHTbI OAHOIO YPOBHS
yacTUYHO Ayb6nupytoTcs.

MoToMy 4TO TeopeMa Megensd NpUMMeHMMa MMEHHO K OLI,HOpO,CI,HOl\/‘I, OAHOKOMMOHEHTHOWM
cucreme.

BeBeneHne nepapxmun (No cyTu, aHanor BBeAEHUS MeTas3blka) Bceraa NpuBoauT K
orpaHuyeHuto cuctembl. Ho: nobas N-cuctema yxe v Tak orpaHMYeHHa - Hanpumep,
06bEMOM NaMATH, YMCIIOM MPOLLECCOPOB, BLICTPOAENCTBMEM U T.A4.

Induction Automata is an emulation of a closed physical system. Self organising
(without formalisation) and as a consequence it will obey to physical laws. However it
is vitally to pin point that no to all of them, which in turn places difficulties.

NAYKTUBHBIA aBTOMaT - 3TO 3MYSAUMS 3aMKHYTOM cucteMbl. PU3MYECKON.
CamoopraHusyouencsa (6e3 dopManusaumm) 1 Kak creacrteme oHa 6yaeT NnoagUYNHATBCS
dun3nyeckmnm 3akoHaM. Ho He BceM. B 3TOM 1 CNOXHOCTb.

Knaccnueckas Teopus.

NTaK, 9 4yTb paHblle 3asiBWUJ1, YTO 2-0l 3aKOH TEPMOAMHAMUKM

(3aKkoH BO3pacTaHMs SHTpPONMK) BOObLLE HE BbIMOAHAETCA. [ToyeMy Xe g Tak AyMato.
2-0li 3aKOH NOSIBASIETCA BO-MNEPBbIX B TEPMOANHAMUKE, BO-BTOPbIX

B KMHETMYECKOWN Teopun. B TepMoaAnHaAMUKE OH MOCTYMpPYETCS U

NMO3TOMY B ee paMKaxX KPpUTUKOBaATb 3TOT 3aKOH HEBO3MOXHO.



A B KMHETMYECKOW TeopuK, No-BUAMMOMY BnepBble bonbuMaHoM,
2-01 3aKOH BbiBOAUTCS. B aH3aue bonbuMaHa nonaraeTcs, 4To
aKT CTOJIKHOBEHWSA MPOUCXOAUT TakMM 06pa3oM, YTO YacTuubl nocne
CTOJIKHOBEHMS KaK 6bl HE MOMHAT CBOEN NPeanCTOPUM U UX pacnpeaeneHme
He 3aBUCUT OT CKOPOCTEN U APYIrNX XapakKTePUCTUK YacTuUL, A0 CTOJIKHOBEHMUS.
NHTerpanbl ABvxeHUs (CyMMapHas SHeprus, UMNyJsbChbl ...) KOHEYHO COXPaHSTCS.
Taknm 06pa3oM caMo CTOJIKHOBEHME HAaXOAMTCSH BHE KMHETUYECKON TEOPUMN.
B MOMEHT CTO/IKHOBEHUS YacTuubl Kak 6bl TEPAIOT CBOK MHANBUAYANbHOCTb U,
YTO OYEHb BaXXHO, KOppeNsiuMnN BbICOKMX MOPSAKOB MeXAy MepeMeHHbIMU,
onucbIBaloLWMMKM YacTuubl ncdesatT. OgHako, ecnm Mbl 6yaeM paccMaTpmBaTth
CTOJIKHOBEHME KaK MPOoLEeCC CUI0BOro B3aMMOAENCTBUS YacTUL, TO K ABMXKEHUIO
4YacTuL MPUMEHUMbI BCE BbIBOAbI TEOPEMbI JINYBUIS, COMTaCHO KOTOPOW (a3oBbii
obbeM cucTeMbl YacTul, a ciegoBaTesibHO U SHTPONUS B cMbiciie bonbuMaHa
OCTaloTCA HEU3MEHHbIMU. 10 CyTW Aernia ypaBHEHUS KMHETUYECKON Teopuu,
NpeAcTaBsilOT CO60M NPOEKLUI0 YPaBHEHNI ABUXEHUS B (pa30BOM NMPOCTPAHCTBE
BbICOKOW pa3MepHOCTM (pa3MepHOCTb NPONOpLUMOHaibHa KOJIMYECTBY 4YacTUL) Ha
6onee npoctoe pa3oBoe NPOCTPAHCTBO (B C/lydae 04HOATOMHOIO rasa pa3MepHoCTH 6).
DTMM AOCTUraeT BbIMIPbI B NPOCTOTE ONMCAHUS, HO TEPSIETCS TOYHOCTb OMUCaHUS.
B TepMoanHaMumKe AaBHbIM-AaBHO 06LWenpuHATO ha3oBoe NPOCTPaHCTBO
M'Mb66ca. Bo3bMeTe apyroe pa3oBoe NpPOCTPAHCTBO - NOAYYUTE APYrYIO SHTPOMMUIO.
Hapetoch Bbl B KYpCE,4TO 3HTPONUS MOXET 6bITb onpesesieHa Ha ApyroM (ha3oBOM
npoctpaHcTee. Ecnm BaM nNpuaTHO,Ha3biBalTe aHTponuio KoMbuHaTopa KacCUYecKomn.
Ho To, uto Kknaccmyeckas B cMbicne KombuHaTopa aHTponusa 6yAeT oTanyaTbCs oT
ornpegenieHHON Ha ApyroM a3oBOM MPOCTPAHCTBE, U AeNaeT MOHATUE SHTPONuU
@HTPONOMOpdU3MOM.

KnHeTnuyeckas Teopusl He pasnnyaeT YacTuubl Mexay cobor u u3s aToro
BO3HMKAIOT pa3/iMyHble Kypbesbl. B yacTHOCTM 2-0li 3aKoH TepMoanHaMmkn. OgHaKo
Ha4o CKasaTb, YTO B NMOBCEAHEBHOM XWU3HWN 2-0M 3aKOH BNosiHe paboTocnocobeH.

C yeM e 3TO CBSA3aHO? PUCKHY CKa3aTb, YTO XOTS 2-0M 3aKOH TePMOANHAMUKUN
owmnbo4yHO chopMynMpPOBaH A/ 3aMKHYTbIX CUCTEM, paboTaeT OH Kak pa3 Ans He
BMOJIHE 3aMKHYTbIX CMCTeM. B peanbHOCTM YacTuubl B3aMMOAENCTBYIOT CO CTEHKaMMU.
Onsa Toro, 4to6bl cunTaTh, YTO CUCTEMA MOJSTHOCTbLIO 3aMKHYTa, Heo6xoAnMo

He TOSIbKo obecneunTb OTCYTCTBME MEPETOKOB TEMIa B CPEAHEM, HO TaKXe U
OTCYTCBME NOTEPb KOPPENSLUMOHHON MHpopMauum. UMeHHO nocnie CTOSIKHOBEHUS CO
CTEHKOM,4acTmua TEPSIET CBOU Koppensumn. To ecTb Kak 6bl MHGOpMauus, cBsi3aHHas
C 3TUMUKOPPENSALMSMU, YHOCUTCS NPOYb OT CTEHOK COCyAa B OKpyXatoLee
npocTpaHcTBo. Kak npaBunbHO ckasan Inex, BO3MOXHO eAMHCTBEHHO 3aMKHYTas
cuctema - 910 BecenenHasa. [obaento, 4TO 3Ta 3aMKHYTOCTb obecrneuymBaeTcs
rpaBMTaUWOHHBIM B3aumogerncteneM. OQHaKo He cornaceH ¢ Inex, nonaratowmMm, 4To
2-0li 3aKOH BbINOSIHSAETCS B paMKax BceneHHol. Kak pa3 B pamMmkax BceneHHoM OH 1 He
BbINOJIHAETCA. BO3MOXHO NPpMMEpPOM MOXET C/TyXXUTb 06pa3oBaHue 3Be34HbIX CUCTEM
N3 MeX3BEe34HOWN Mbln.

BbiBOAbI:

1. 2-0¥ 3aKOH B €ro coBpeMeHHol (pOopMyIMPOBKE HEBEPEH.

2. MoHATHe 3HTponuK aHTponoMopdu3M. MoCcKobKY BO3HMKAET, KOrAa Mbl 3aMEHSIEM
MOJSIHOM OMMCaHMe CUCTEMbI YMPOLLEHHbIM.



Quantum mechanical theory.

If we are to choose an example from quantum mechanics, where we talk about
evolution of wave function, convertibility of Schroedinger equation with regards to
time inversion(convertibility with simultaneous replacement of wave function to
KBaHTOMexaHu4yeckas Teopus.

Ecnun mMbl 6epeM NprMMep KBAaHTOBOM MeXaHWKK, U roBOpuM 06 3BOOLMN BOSTHOBOM
dyHKUMK. To 06paTMMOCTb ypaBHeHUs LLpeanHrepa OTHOCUTENBHO MHBEPCUMW BPEMEHU
(ToyHee 06paTMMOCTb C OAHOBPEMEHHOW 3aMEHOMN BOSTHOBOW (PYHKLUMKW Ha
COMPSIXEHHY)NPMBOANT K TOMY, YTO, B paMKaX KBaHTOBOW MexXaHWKW He yaaeTcs
NONYYUTb 3aKOH BO3pacTaHUsa 3HTPONUM.

Booblue 3BoNOUMSA CUCTEM, OMMUCbIBAEMbIX CUMMETPUYUHbLIMU MO OTHOLLEHUIO K
M3MEHEHWNI0 3HaKa BPEMEHW YPABHEHUSIMU HE MOXET MPUBOAUTL K POCTY 3HTponuu. B
KBaHTOBOW MeXaHWKe MOXET BO3HMKHYTb CTpesna BPEMEHW NpU B3auMOAENCTBUM
KBaHTOMEXaHW4ecKkoro o6bekTa C 06bEKTOM, OMUCHIBAEMbIM KNacCUYeCKUMU
YypaBHEHNEMM, HO NMPOUCXOXKAEHNE HaMNpaB/iEHUsl BPEMEHM CBA3aHO, Kak U B OUYEHb
NnoApo6HO paHee pacCMOTPEHHOM C/lyyae, C HEMOJSIHOTOM OnMcaHus.

y>xe 6onee AByX NeT CMOTPIO B CTOPOHY "HenpoHHO-3HEpreTu4yeckom KoHuenumm
nHTennekra ",

PaHee g npuBoAnN [OBOAbLI, CBUAENLCTBYOWME O TOM, YTO HXU B paMKax
KNnaccnyeckom TEOPUN, HN B paMKaX KBaHTOBOM TEOPUN 3aKOH
BO3pacCTaHuUsA SHTPOMMUN HE MOXET 6bITb CTpOro nonyyeH. PesynbTathl,
cBnageTenbCTByOune 06 aHTpOI'IOMOp(bVI3Me MOHATUA SHTPOMUN.

K npobnemMam nHTeniekTa MOXET SHTpoNus

N He UMEeET OTHoweHue. BaM BnagHee. Tem bonee,
YTO 51 HE OYEHb MOHMMAalD, YTO TAaKOe MHTENNEKT.

A BOT K AeATENbHOCTU HEMPOHHbLIX CUCTEM UMEET.

A nencTBMTENbHO Mosarat, YTo HMKaKoro

Takoro MHTeNNeKTa He cyuwecTsyeT. B noBcegHeBHOM
YKM3HUW Bbl MOXeTe MCMO0Nb30BaTb 3TOT TEPMMIH.

A Ans Hay4yHoOW ANCKYCCUU OH HE OYeHb roanTCS.
Takxe Kak HanpuMmep TepMuH "gywa ". Jlyywme yMbl
dopyMa nbiITanucb Aatb OnpeaesnieHne NHTENNeKTy

N He OYeHb Npeycnenu.

CBA3b MexAay 3HTponuen n cnocobamm OBPABOTKWN nHdopmaumm MOXHO 3aaaTthb
cneaytoulen dopMynoi.

Hanpumep: B3anMHasa nHdopmaums
ICY,X) = H(Y) - H(Y[X),
rae H - sutponu4a. X - Bxog, Y - BbIXo4

NHoraa B nuTepatype NoOHATUE 3HTPOMMM CBA3bIBAIOT OWMBOYHO C
MOHSTUEM Xaoca. DT0 HeBEPHO. Ecnin 06a3aTenbHO HYy)XHO MOSICHSTb



TEPMUH 3HTPONMS, TO lydlle UCNoNb30BaTh C/I0BO "pa3Hoobpasue ".
PaccmoTpuM ansa npocTtoThl ha3oBoe

NPOCTPaHCTBO, B KOTOPOM oTObpaXkalLlas Touka 04HO3Ha4YHO
onpenensieT coctosiHMe cucTeMbl. PeayumpoBaHHble (ype3aHHble)
¢a3oBble NPOCTPaHCTBA, HaNpMMep Takue, KOTopble UCMOJb3YHOTCS

B KMHETUYECKOM TeOpUM, TOSIbKO 3amnyTbiBalOT CUTYyauMo. MakcMManbHas
SHTPONMS AOCTUraeTcs B TOM C/lyyae, Koraa otobpaatolas Touka

npu CBOEM ABWXEHUM paBHOMEPHO "MokpbiBaeT " pa30BoOE NPOCTPAHCTBO,
TO eCTb CUCTEMa C PaBHOWN BEPOSATHOCTbIO OKa3blBAETCA BO BCEX

TOYKax 3TOro NpoCcTpaHcTBa. [ns CTOpoHHero HabnwaaTens 3To BbIrNSAnT
C/TIOBHO CUCTEMA AOCTMraeT MakCMMasibHO AOCTYMNHOro pasHoobpasus.

Mpn 3TOM HEBaXHO AOCTMraeTcs Nn 370 pa3Hoobpasne B pesynbTaTe
Xa0TUYECKOrO ABMXKEHUS UM B pe3yJibTaTe HEXaOTMUYECKOro NpeaesibHO
nocnepoBaTenbHOro o6xoaa Bcex AOCTYMHbIX COCTOSIHMI. Koraa-To

Ha 3ToM popyMe 5§ rOBOPWUJI, YTO YENOBEK CTPEMUTCH HE MUHUMYMY, a

K MakCUMyMy SHTPOMUM.

The problem of creating artificial intelligence mainly arises from the fact that
at the present moment there is no, so called, theory of auto-referential systems. Part of
a self-organization, it was studied in detail by Chilean biologists Humberto Maturana
and Francisco Varela (1980; 1987) under the general topic of Autopoietic Theory. In
our research we focus on some aspects of self-organization in the system as we
believe that the goal of artificial intelligence is to develop a system that could deal
with intelligent tasks in autonomous way. Self-organization is a phenomena which
appear to determine its own form and process(es). Although term ‘self-organization’
is used to refer to a variety of distinct systemic attributes, in this paper we mainly
focus on the most controversial topic of self-reference. Self-reference — the notion that
the significance of a given system’s character or behaviour is meaningful only with
respect to itself. Accordingly such systems “... organize the states of their
components in an operationally closed way.” (Maturana & Varela, 1980, p. 62). The
notion of a system which determines itself entails a circularity of cause and effect, and
one must avoid ‘circular reasoning’ in analyzing this circularity. Latter leads to the
conclusion that without auto-referential theory any attempt targeted at creating
artificially intelligent systems can be considered foredoomed as a direct result of the
Godel’s Incompleteness theorem:

According to the theorem (mathematical definition of the theorem), within any given
branch of mathematics, there would always be some propositions that couldn’t be
proven either true or false using rules and axioms of that mathematical branch itself.
The implication is that all logical systems of any complexity are, by definition,
incomplete; each of them contains, at any given time, more true statements than it can
possibly prove according to its own defining set of rules. Godel’s Theorem suggests
that computer never can be as smart as human being because of the extent of its
knowledge is limited by a fixed set of axioms, whereas people can discover
unexpected truths. Here we discover a number of important clues; first of all, there is
a direct link to self-reference which was discussed earlier. Secondly, let us pay
particular attention to the word ‘unexpected’ above. We propose introduction of the
concept of entropy, as a means of introducing unexpected truths.



In this paper our investigation is connected with a neural network build as a
hierarchical system. We refer to this network as ‘inductive automaton’. From the
above we conclude that artificially intelligent system should not be built directly as an
auto-referencing system, but self-organization should be achieved through building a
hierarchical system, where each level has different plasticity, and components of one
level are partially duplicated in the levels above. Further in the paper we will propose
two main layers: physical and logical. Since Godel’s theorem is only applicable to
uniform, single component systems, the fact that hierarchy is introduced (similar to
introduction of meta-language) suggests that the end system will be limited. However
any artificial system is limited by definition (memory amount, number of processors,
speed, etc) thus suggested approach will not bring any further constraints to the one
already existing.

We base our induction automaton on some of the concepts contained in the
automaton proposed by Emelyanov-Yaroslavskiy in 1990. The main idea was not to
implement a specific functionality of each class of tasks but to define one basic task —
energy consumption minimization and then to obtain all other functionalities as
consequences of it, as by-products. Accordingly this will bring us to the concept of
neural-energetic systems. Researches in artificial intelligence can be divided into two
groups: biological and informational approaches. In our research we assume that
combination of those two approaches is the key to success however in this paper we
will focus more on the information processing point of view. We similarly to
proposition made by Pchelkin suggest considering memory as a general phenomenon.
Memory can be observed in various biological systems. We assume memorizing to be
a mechanism of self-organization of inductive automaton. We will say that external or
internal information flow is memorized by inductive automaton if and only if it is able
to reproduce this information flow, and there is no matter how it is recorded in links
between neurons. This understanding makes possible to separate a number of layers in
the system’s structure. We can identify logical layer, a set of sequences of neuron
activations in neural network to external stimuli and previous internal reactions, and a
physical layer consisting of links that store information and neurons that interpret
storing information. We assume that that network primarily stores memorized
sequences and only then static images. As mentioned before, here we suggest that the
concept of entropy is greatly important, as it provides for a creation of unexpected
truths using only the information available to the system. For the use in this article,
relation between entropy and methods of processing information is defined as
follows:

I(Y, X) =H(Y) - H(Y | X).
Where I — information, H — entropy, X — input, Y — output.

Since an induction automaton is an emulation of a closed physical system,
self-organising (without formalisation) and as a consequence obeying to physical
laws. Thus paragraph below discusses in detail the applicability of laws important to
building artificially intelligent systems.

Classical Theory of Physics:
Peculiarly 2" Law of thermodynamics (law of increasing entropy) is never

carried out. To prove this lets consider some known facts about 2™ law of
thermodynamics widely available from text books on modern physics. 2" law appears



both in thermodynamics and in kinetic theory, in thermodynamics it is postulated and
thus it is unarguable. However in kinetic theory 2" law is introduced by Boltzmann.
Boltzmann’s theory suggests that act of collision occurs in such a way that particles
after collision have no “memory” of their precondition and their distribution is not
related to speeds and other characteristics of particles before the collision. Integrals of
movement (summed energy, impulses, etc) are kept. This way the collision itself, is
located out with kinetic theory. At the moment of collision particles loose their
individuality and importantly, correlations of high orders between variables, used to
describe particles disappear too. If one is to look at collision as a process of power
interaction of particles, than it is possible to apply Liouville's theorem to the
movement of the particles. The theorem states that the phase volume of system of
particles, and respectively entropy (according to Bolzmann) stay unchanged. The
equation of kinetic theory, suggests a projection of equations in phase space of high
dimension (dimension is directly proportional to the number of particles) on a simpler
phase space (in case of monatomic gas with dimension 6). Since the simpler
description is reached, although, descriptive details can be lost.

In thermodynamics, standard phase space is the one of Gibbs. However if another
phase space is taken, then different entropy will be derived. It is because of the fact
that entropy can be derived from other phase spaces, we can refer to the entropy
derived from Gibbs phase space as to classical entropy, however the entropy derived
from another phase space will prove that entropy by definition is anthropomorphism.

Kinetic theory does not differentiate particles, and 2™ law of thermodynamics
is a direct example of difficulties such negligence causes. However it is important to
say that in everyday life 2" law of thermodynamics is quite efficient. As for the
reasons, perhaps it is possible to suggest that even though 2" law of thermodynamics
is wrongly formulated for the closed systems, it works for ‘not quite’ closed systems.
In reality particles interact with walls. In order to consider system to be closed, it is
vital not only to insure absence of overflows of heat, but also absence of loss of
correlative information. It is after the collision with a wall, a particle looses its
correlations. Meaning information related to the correlations, is carried away from the
walls of the ** into the surrounding space. Thus possibly the only truly closed system
is the Universe. While closeness is achieved be means of gravitational interaction.
And the fact that 2™ law of thermodynamics is not carried out in the frame of
Universe only supports the theory above. Possible example can be the one of the
appearance of star systems from star dust.

Conclusions:

e 2"law of thermodynamics in its modern formulation is not correct.
e Concept of entropy is anthropomorphism since it appears when full
description of a system is substituted by a simpler one.

Quantum Mechanical Theory:

Similarly in quantum mechanics, after detailed study and observation of
evolution of wave function, convertibility of Schroedinger equation with regards to
time inversion (convertibility with simultaneous replacement of wave function to a
conjugate), it is obvious that it is not possible to derive law of increasing entropy.



Evolution of systems, described as being symmetric to the change of time sign by
equations can not lead to an increase in entropy. In quantum mechanics it is possible
for a time arrow to appear during interaction of one quant mechanical object with
another, described by classical equations, but the direction of time is related, as in the
paragraph above, to inconsistency of description. Thus once again entropy is
anthropomorphism since it appears when full description of a system is substituted by
a simpler one.



